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Abstract
Electrocardiography (ECG) is a pivotal clinical technique for assessing heart function by recording its electrical activity. However, accurate processing and analysis of ECG signals, particularly the detection of R-peaks, remains challenging. Any inaccuracies in R-peak detection can significantly impact subsequent stages of analysis, potentially leading to incorrect diagnoses and treatment decisions. Therefore, in this study, we aim to refine the approach to identifying R-peaks in ECG signals by integrating knowledge of a reference ECG signal into the input signal, addressing the critical need for accurate R-peak detection in diagnosing various cardiac pathologies. The authors propose a novel method involving the integration of knowledge into the ECG signal, processing this information using a convolutional neural network, and post-processing the CNN model’s results to identify R-peaks. The method was evaluated using various four well-known ECG databases. Comparative results, with an error margin of $\pm 25$ ms, revealed that the proposed approach was the top performer across almost all metrics and databases, frequently achieving accuracy scores of 0.9999 and demonstrating high precision, recall, and F\textsubscript{1}-score. Based on the investigation findings, the proposed approach is robust and reliable, with the best performance achieved on the QT database test set, offering a balanced and dependable solution for R-peak detection in ECG signals.
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1. Introduction
The exploration of Electrocardiogram (ECG) processing through artificial intelligence (AI) and deep learning (DL) paradigms has opened up avenues for more precise and timely cardiac anomaly detection, significantly impacting patient care and outcomes. A pivotal component of ECG analysis is the detection of R-peaks, which are crucial for determining heart rate and other cardiac parameters [1], [2]. The accurate detection of these peaks is integral for diagnosing a myriad of cardiovascular diseases [3].

A standard ECG comprises 12 leads, obtained using 10 electrodes [4]. This allows for the measurement of the heart’s overall electrical potential from 12 different angles. A typical ECG signal diagram is presented in Fig. 1.
The application of DL in ECG processing presents some challenges that are reflective of the broader issues in the fusion of healthcare and emerging technologies. Any issues in R-peak detection can adversely affect all subsequent stages of processing, analysis, and classification of the ECG-signal. Accordingly, high accuracy in recognizing R-peaks is crucial for advancing the field and unlocking the full potential of AI and DL in cardiac care. Thus, the primary contribution of this research is the refinement of the approach to identifying R-peaks in the ECG signal by integrating knowledge of a reference ECG signal into the input signal.

The structure of the paper is as follows. In Section 2, we review existing methods for R-peak detection in ECG signals. Section 3 is comprehensive, detailing the novel approach for R-peak detection, the CNN architecture used, post-processing methods, datasets employed, neural network training, and evaluation criteria. In Section 4, the paper examines the results obtained, where we compare our approach with existing analogs and discuss the implications of the results. Finally, Section 5 concludes the study findings and discusses the potential for future research.

2. Related works

The primary method of preparing ECG signals for use in DL models involves segmenting cardiac cycles based on the R-peaks present in the signal. R-peak detection influences the quality of applying DL methods to address core tasks such as classification and identification [5]. Thus, providing high accuracy in recognizing R-peaks is mandatory for prompt and robust cardiac care.

One of the primary hurdles is the diversity and complexity of ECG data. The morphology of ECG signals can vary extensively among individuals due to factors such as age, gender, and underlying cardiac or systemic conditions. This heterogeneity necessitates the development of robust algorithms capable of accurately identifying R-peaks amidst a plethora of signal forms [6]. DL models, especially convolutional neural networks (CNNs), have shown promise in handling such complex data, yet their performance can be significantly influenced by the quality and amount of data they are trained on.

Moreover, the issue of data quality and accessibility is another significant challenge. High-quality, labeled ECG data is essential for training reliable DL models [7]. However, obtaining such data is often encumbered by privacy concerns, as well as logistical and financial hurdles [8]. Additionally, the labeling of ECG data requires expertise in cardiology, further constraining the availability of high-quality training data.

Furthermore, the interpretability of DL models remains a major concern. The “black-box” nature of these models can lead to resistance from healthcare professionals who might find it difficult to trust or understand the decisions made by the AI [9]. This lack of transparency also poses challenges in identifying and correcting errors in R-peaks detection, which is critical for ensuring patient safety and effective diagnosis.

Currently, there are numerous methods and approaches to detecting the R-peak in ECG signals, with their effectiveness often reported as approximately 99%. However, in such studies, a large margin of error
is typically used, or it is not mentioned at all. For instance, in study [10], a high reported result for peak detection in the ECG signal was achieved, but the margin of error was as high as ± 75 milliseconds. This value results in an overall error window of 150 milliseconds, which exceeds the length of the entire QRS complex under normal conditions.

Por et al. [11] conducted a meta-analysis in their article regarding the results of approaches such as: Pan and Tompkins by Fariha et al. [12], Hamilton and Tompkins by Ahmad et al. [13], Christov by Xiong et al. [14], and Kalidas by Ivora et al. [15]. As a result of this study, the authors found that each article reported very high accuracy rates of 98% or more. This can likely be attributed to large time tolerances, possibly 100 milliseconds or even more.

Another prominent toolbox for ECG processing is NeuroKit2 [16]. It is an open-source Python tool tailored for efficient neurophysiological signal processing, catering to both beginners and experts. Its comprehensive suite for varied signals, from ECG to EMG, ensures broad applicability in research scenarios. NeuroKit2’s advantages are broad signal compatibility, user-centered design, and emphasis on research transparency, as for disadvantages, – potential learning curve for novices and reliance on community contributions for updates and improvements.

Therefore, in this study, we aim to develop a novel approach based on CNN to R-peak detection in ECG signals, focusing on reducing the permissible error during peak determination.

3. Methods and materials

To enhance existing approaches for detecting R-peaks in ECG signals, a method illustrated in Fig. 2 has been proposed.

![Figure 2: Schematic of the traditional approach to R-peak detection.](image)

In this approach, it is suggested to integrate knowledge about the reference cardiac cycle into the input ECG signal. Specifically, the following stages of information transformation are proposed:

1. Integration of knowledge about the ECG signal.
2. Processing of information using a CNN model.
3. Processing the results of the CNN model to identify R-peaks.

3.1. Integration of knowledge into the ECG signal

It is known that in the I-II and V1-V6 leads of the ECG signal, a distinctive feature of the R-peak is the most positive deviation of the signal at a certain part of the signal. To integrate this knowledge into each segment of the ECG signal from the formed samples, the steps outlined in Fig. 3 are applied.

The input receives an ECG signal, S, in the form of a one-dimensional array of values. Based on the length of the signal, the K array is initialized with zero values, into which integrated knowledge is recorded.

In step 1 of the algorithm, a segment of 260 elements is taken from the ECG signal. This number of elements was determined experimentally and is sufficient to cover a cardiac cycle.

In step 2, a theoretical identification of the R-peak is conducted, specifically the maximum positive deviation, p, in the obtained signal segment. The identified maximum deviation undergoes verification to determine if it is the peak of a wave. If the deviation doesn’t increase from the left and decrease from the right, then the found deviation is not at the wave’s peak, and the process returns to the first step to process the next part of the signal. If the verification is successful, the process moves to the next step.
Figure 3: Scheme of the proposed approach to the extraction of R-peaks.

**Step 3** involves populating the K array with knowledge. Based on the identified peak, its global index, i, in the ECG signal S is determined. Subsequently, the K array is filled with a value of 1 in the range \([i-20, i+20]\). This range typically covers the QRS complex, which includes the R-peak.

**Step 4** is optimization oriented. It aims to avoid searching for a new maximum deviation (theoretical R-peak) immediately after the deviation \(p\) found in step 2, as R-peaks appear at specific intervals.

The outcome of the algorithm is the populated K array. The visualization of overlaying knowledge on the ECG signal is shown in Fig. 4.

Figure 4: The result of the integration of knowledge into the ECG signal according to the proposed approach.
3.2. CNN architecture for detecting R-peak

At this stage, based on the results of existing approaches to the determination of R-peaks by neural network means, it is proposed to use the following neural network architecture (Table 1).

<table>
<thead>
<tr>
<th>Layer name</th>
<th>Input</th>
<th>Output</th>
<th>kernel_size</th>
<th>stride</th>
<th>padding</th>
<th>Scale factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encoder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conv1d</td>
<td>2</td>
<td>32</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ReLU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MaxPool1d</td>
<td>32</td>
<td>64</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Conv1d</td>
<td>64</td>
<td>128</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ReLU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MaxPool1d</td>
<td>128</td>
<td>256</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Decoder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upsample</td>
<td></td>
<td>256</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Conv1d</td>
<td>256</td>
<td>128</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ReLU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upsample</td>
<td></td>
<td>128</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Conv1d</td>
<td>128</td>
<td>64</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ReLU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upsample</td>
<td></td>
<td>64</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Conv1d</td>
<td>64</td>
<td>32</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ReLU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upsample</td>
<td></td>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Conv1d</td>
<td>32</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

3.3. Post processing to determine R-peaks

The final stage is designed to process the output of the CNN model, P, to convert it into indices where the R-peaks are located in the input signal. The output from the CNN network is an array of the same dimension as the input array with the ECG signal. An example of the CNN network’s output is illustrated by the red line in Fig. 5.
The indices of the R-peaks correspond to the indices of the P array elements where the values exceed a specified threshold. In our study, this threshold is set at 0.1. Additionally, indices are merged if there is a short interval between the identified segments of indices.

3.4. Datasets

In this work, the following four datasets with ECG signals were used:
- MIT-BIH Arrhythmia Database (MIT-BIH) [17].
- QT Database (QT) [18].
- China Physiological Signal Challenge-2020 Database (CPSC-2020) [19].
- University of Glasgow Database (UoG) [20].

**MIT-BIH Arrhythmia Database.** From the MIT-BIH dataset, signals numbered 108 and 207 were excluded because parts of the annotation in these signals do not correspond to the peak apex, thereby preventing accurate training and testing of the neural network. An example of such a signal is shown in Fig. 6.

**QT Database.** Signals belonging to QT have been filtered. From this dataset, signals containing an incomplete (non-standard) ECG signal were removed. An example of such a signal is presented in Fig. 7.
Given that the signals in the mentioned databases have varying frequencies, additional transformations were carried out to ensure that all signals from all databases had a frequency of 400 Hz. Signals from these datasets were segmented into fragments of length 4000 for their subsequent use as input signals for the neural network. Fragments obtained from datasets 1-3 were divided into training and testing sets in a 70/30 ratio, respectively.

**High Precision ECG Database – University of Glasgow.** From this dataset, a separate independent test set of signals was created. The test set included signal fragments recorded from lead II during the following experiments (activities): sitting, maths, and walking. Table 2 presents the number of fragments included in the training and testing sets.

<table>
<thead>
<tr>
<th>Sample title</th>
<th>Database title</th>
<th>The number of signal fragments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data</td>
<td>MIT-BIH</td>
<td>68811</td>
</tr>
<tr>
<td>Test data</td>
<td>MIT-BIH</td>
<td>2484</td>
</tr>
<tr>
<td>Test data</td>
<td>QT</td>
<td>2148</td>
</tr>
<tr>
<td>Test data</td>
<td>CPSC 2020</td>
<td>24861</td>
</tr>
<tr>
<td>Unique test data</td>
<td>ECG Database – UoG</td>
<td>876</td>
</tr>
</tbody>
</table>

### 3.5. Training of a neural network

For training the network, 70% of the dataset formed from the MIT-BIH, QT, and CPSC-2020 databases was used. The training was conducted in two stages. The loss curves for the training and validation datasets are shown in Fig. 8.

![Loss learning curves](image)

**Figure 8:** Training and validation loss learning curves.
During the first stage of training, the Adam optimizer was used for 45 epochs with a learning rate of 0.001. In this stage, a loss value of 0.000821 was achieved. In the second stage, training was conducted over 15 epochs with a learning rate of 0.0001, resulting in a loss value of 0.000580. The total training time was 82 minutes.

3.6. Evaluation criteria and experiment setup

Let us represent the count of positive and negative instances in the initial dataset by P and N, respectively. Applying a classifier categorizes objects into true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). This research evaluated the suggested method using various statistical measures as outlined below.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{2}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{3}
\]

\[
F_1 = \frac{2TP}{2TP + FP + FN} \tag{4}
\]

In training our network, we employed the Adam optimizer across 10 epochs, meticulously setting the training parameters based on insights and empirical evidence from our previous research [21], [22]. Specifically, we manually selected a learning rate within the range of 0.0001 to 0.001, set the weight decay at 0.0005, fixed the momentum at 0.85, and chose a batch size of 64. This process took place on a single NVIDIA GeForce GTX 1650 GPU, spanning approximately 155 minutes.

It is noteworthy that we opted for manual hyperparameter tuning over automatic optimization. This decision was grounded in our extensive experience in deep learning for R-peak detection, as detailed in our prior works. We recognized that the unique characteristics and challenges of R-peak detection render the task highly sensitive to hyperparameter choices. Given this sensitivity, and the fact that automatic hyperparameter optimization can sometimes lead to suboptimal and overfit models in such contexts, we concluded that a manual, knowledge-driven approach was more appropriate. This approach ensured that our model was not only tailored to the specificities of R-peak detection but also benefited from the proven effectiveness of parameter values validated in our previous successful applications of deep learning in related domains.

Experiments were conducted using the following software: Python 3.9 [23], Scikit-learn [24], and PyTorch [25]. The system utilized for these experiments had the following specifications: Intel Core i7 9th Gen, 16GB RAM, and an NVIDIA GeForce GTX 1650 GPU with 4 GB of video memory.

4. Results and discussion

When calculating the presented metrics, an error margin of ±25 ms (equivalent to ± 10 points) is used. Testing of the proposed approach was conducted using test datasets, which were formed from data not included in the training sets. As a result of the calculations, confusion matrices were generated for each dataset, as shown in Fig. 9.
Figure 9: Confusion matrices obtained using the proposed approach from experimental testing with various ECG signal datasets: (a) MIT-BIH, (b) QT, (c) CPSC-2020, and (d) UoG.

Fig. 10 illustrates the R-peak detection obtained by the proposed approach.
Figure 10: Visualizing different samples with detecting R-peaks obtained by the proposed approach. The red asterisk (*) symbol denotes the R-peak according to the database annotation, and the green circle indicates the calculated position of the R-peak.

A thorough analysis was also conducted on cases where the statistical indicators were found to be lower. Fig. 11(a) illustrates a case where the proposed approach identified an R-peak that was not annotated in the database. The result shown in Fig. 11(b) depicts a case where the R-peaks annotated in the database are marked as a negative deviation, which in this instance is incorrect.

Figure 11: Analysis of cases for which the statistical indicators were lower: (a) an R-peak that was not annotated in the database, (b) a case where the R-peaks annotated in the database are marked as a negative deviation.

The results of R-peak detection using the proposed approach were compared with analogues: Rodrigues et al. [1], Koka et al. [6], Zahid et al. [10], and NeuroKit2 [16]. When calculating the statistical indicators, a proposed error margin of +25 ms was used. The comparative data presented in Table 3 for the five approaches across four test datasets – MIT, QT, CPSC-2020, and UoG – on metrics of Accuracy, Precision, Recall, and F1-score, gives insight into their performance and efficacy in different contexts.

Analyzing accuracy from Table 3, it is apparent that the approaches by Zahid et al. and Ours are the standout performers across all databases, frequently achieving a score of 0.9999. They marginally outperform the others, demonstrating a higher level of detecting R-peaks. NeuroKit2 also demonstrates high accuracy but slightly trails behind Zahid et al. and Ours.

Precision is a metric that further emphasizes the robustness of Zahid et al. and Ours, especially in the MIT and CPSC-2020 databases, where their scores hover around 0.99 (Table 3). Such an outcome
suggests that these approaches have a high rate of true positive predictions. NeuroKit2 follows suit with commendable precision, notably in the UoG database, where it scores 0.9932, surpassing even Zahid et al. and Ours.

Table 3
Results of the R-peaks detection. Reminder: ECG signals from the UoG database were not included in the training set.

<table>
<thead>
<tr>
<th>Database</th>
<th>Approach</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIT</td>
<td>NeuroKit2</td>
<td>0.997</td>
<td>0.9644</td>
<td>0.9340</td>
<td>0.9490</td>
</tr>
<tr>
<td>MIT</td>
<td>Rodrigues et al.</td>
<td>0.9992</td>
<td>0.8322</td>
<td>0.9491</td>
<td>0.8868</td>
</tr>
<tr>
<td>MIT</td>
<td>Koka et al.</td>
<td>0.9992</td>
<td>0.8938</td>
<td>0.8699</td>
<td>0.8817</td>
</tr>
<tr>
<td>MIT</td>
<td>Zahid et al.</td>
<td>0.9999</td>
<td>0.9905</td>
<td>0.9858</td>
<td>0.9881</td>
</tr>
<tr>
<td>MIT</td>
<td>Our</td>
<td>0.9999</td>
<td>0.9909</td>
<td>0.9849</td>
<td>0.9879</td>
</tr>
<tr>
<td>QT</td>
<td>NeuroKit2</td>
<td>0.997</td>
<td>0.9655</td>
<td>0.9410</td>
<td>0.9531</td>
</tr>
<tr>
<td>QT</td>
<td>Rodrigues et al.</td>
<td>0.9991</td>
<td>0.7824</td>
<td>0.9427</td>
<td>0.8551</td>
</tr>
<tr>
<td>QT</td>
<td>Koka et al.</td>
<td>0.9993</td>
<td>0.8866</td>
<td>0.8767</td>
<td>0.8816</td>
</tr>
<tr>
<td>QT</td>
<td>Zahid et al.</td>
<td>0.9999</td>
<td>0.9789</td>
<td>0.9778</td>
<td>0.9783</td>
</tr>
<tr>
<td>QT</td>
<td>Our</td>
<td>0.9999</td>
<td>0.9830</td>
<td>0.9808</td>
<td>0.9819</td>
</tr>
<tr>
<td>CPSC-2020</td>
<td>NeuroKit2</td>
<td>0.997</td>
<td>0.9514</td>
<td>0.9514</td>
<td>0.9514</td>
</tr>
<tr>
<td>CPSC-2020</td>
<td>Rodrigues et al.</td>
<td>0.9989</td>
<td>0.7763</td>
<td>0.9212</td>
<td>0.8426</td>
</tr>
<tr>
<td>CPSC-2020</td>
<td>Koka et al.</td>
<td>0.9995</td>
<td>0.9232</td>
<td>0.8972</td>
<td>0.9100</td>
</tr>
<tr>
<td>CPSC-2020</td>
<td>Zahid et al.</td>
<td>0.9999</td>
<td>0.9855</td>
<td>0.9927</td>
<td>0.9891</td>
</tr>
<tr>
<td>CPSC-2020</td>
<td>Our</td>
<td>0.9999</td>
<td>0.9851</td>
<td>0.9943</td>
<td>0.9897</td>
</tr>
<tr>
<td>UoG</td>
<td>NeuroKit2</td>
<td>0.9998</td>
<td>0.9932</td>
<td>0.9596</td>
<td>0.9761</td>
</tr>
<tr>
<td>UoG</td>
<td>Rodrigues et al.</td>
<td>0.9996</td>
<td>0.9083</td>
<td>0.9990</td>
<td>0.9515</td>
</tr>
<tr>
<td>UoG</td>
<td>Koka et al.</td>
<td>0.9994</td>
<td>0.9194</td>
<td>0.8968</td>
<td>0.9080</td>
</tr>
<tr>
<td>UoG</td>
<td>Zahid et al.</td>
<td>0.9995</td>
<td>0.9838</td>
<td>0.8666</td>
<td>0.9215</td>
</tr>
<tr>
<td>UoG</td>
<td>Our</td>
<td>0.9996</td>
<td>0.9856</td>
<td>0.9000</td>
<td>0.9409</td>
</tr>
</tbody>
</table>

For recall, different databases reflect varying levels of recall for the five approaches (Table 3). Rodrigues et al. exceeds others in the UoG database with a near-perfect recall of 0.9990, although its precision is lower. Zahid et al. maintains strong recall performance in the CPSC-2020 database with a score of 0.9927, indicating a high sensitivity to detecting true positives.

The F₁-score, which is the harmonic mean of precision and recall, reveals a balanced performance for Zahid et al. and Ours across all databases. They consistently achieve high F₁-scores, indicating a balanced ratio of precision to recall. NeuroKit2 also shows a balanced performance, particularly in the UoG database with a value of 0.9761, hinting at its reliability.

In summation, the approaches by Zahid et al. and Ours are markedly the top performers across almost all metrics and databases, demonstrating a balanced and reliable performance. Their high scores in accuracy, precision, and F₁-score depict them as robust and dependable approaches. Rodrigues et al. and NeuroKit2 exhibit specific strengths in recall and precision respectively in certain databases, but they do not match the all-rounded performance of Zahid et al. and Ours.

Visual analysis of the detection results showed that in certain segments of the ECG signal, our approach identifies more R-peaks. For instance, Fig. 12 illustrates a comparison of each method’s performance on a similar ECG signal, where our proposed approach yielded more accurate results.
As per Fig. 12, the observations are as follows:

- NeuroKit2 detected two R-peaks with incorrect positioning.
- Rodrigues et al. located almost all R-peaks with some positional errors.
- Koka et al. missed three R-peaks.
- Zahid et al. failed to detect 1 peak.
- The proposed approach accurately identified all R-peaks.

It should be also noted that the best performance of the proposed approach compared to analogues was achieved on the test set derived from the QT database. For an independent dataset based on the UoG database, our approach ranked second. This suggests that this dataset contains ECG signals with characteristics that are either absent or minimally present in the training set. As a result, the CNN model may not be fully equipped to recognize the R-peak for such ECG signals. For NeuroKit2, such characteristics are less critical, as it identifies R-peaks as local maxima in QRS complexes found by the steepness of the ECG signal’s absolute gradient.

5. Conclusions and Future work

In this study, we focused on refining the approach to identifying R-peaks in the ECG signal by integrating knowledge of a reference ECG signal into the input signal. The significance of accurate R-peak detection is emphasized, as it forms the foundation for subsequent analyses of the ECG signal and the diagnosis of various cardiac pathologies.

To enhance existing R-peak detection techniques, a novel approach was proposed, which integrates knowledge about the reference cardiac cycle into the input ECG signal. The process involves three main stages: (i) the integration of knowledge about the ECG signal, (ii) the processing of this information using a CNN model, (iii) and post-processing of the results of the CNN model to identify R-peaks. The
CNN architecture utilized was detailed, encompassing both encoding and decoding layers, and was trained using datasets like MIT-BIH, QT, and CPSC-2020.

The evaluation of the proposed method was comprehensive using test samples of MIT-BIH, QT, CPSC-2020, and UoG. An error margin of +25 ms was used for calculating metrics. The results were compared with other approaches that represent the state of the art in ECG processing. The proposed method consistently demonstrated high performance across various metrics and databases. Specifically, in the MIH-BIH and QT databases, the proposed approach outperformed its analogs achieving 99.99%. A visual analysis further substantiated the efficacy of the proposed approach, showing that it often identified more R-peaks accurately compared to other methods.

However, the research acknowledged certain limitations. In some segments of the ECG signal, the proposed approach identified more R-peaks, which could be a point of contention. Additionally, while our approach performed exceptionally well in most cases, there were instances where it missed or inaccurately positioned R-peaks.

Future research could delve deeper into refining this integration, exploring other neural network architectures, applying a wider set of clinical knowledge for further integration, and expanding the application to other aspects of ECG analysis. The potential to further reduce the error margin and achieve even more precise results remains an exciting prospect.
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